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**Abstract**

This paper introduces the *Global Philosophy* symposium on Giuseppe Primiero’s book *On the Foundations of Computing* (2020). The collection gathers commentaries and responses of the author with the aim of engaging with some open questions in the philosophy of computer science. Firstly, this paper introduces the central themes addressed in Primiero’s book; secondly, it highlights some of the main critiques from commentators in order to, finally, pinpoint some conceptual challenges indicating future directions for the philosophy of computer science.
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1. **Introduction**

This *Global Philosophy* collection gathers commentaries and responses to Giuseppe Primiero’s book *On the Foundations of Computing* (2020). The book is an important milestone in the development of the philosophy of computer science (Angius *et al.* 2021): its content encompasses most of the issues that have been examined in the relevant literature to date, while simultaneously attempting to provide a foundational analysis of the discipline of computer science. We understand the philosophy of computer science to be a subdiscipline of the philosophy of science, focusing on computer science as a special science, in the same way that, for example, philosophy of biology or philosophy of chemistry treats their respective sciences. Computer science has its own set of characteristic ontological, methodological, and epistemological problems and these form the core focus of the philosophy of computer science. In his book, Primiero aims to address these central problems while recognizing that there are many open questions and, for this reason, it is useful to take the opportunity in this book symposium to engage with some of these open questions and to provide a venue for further discussion of this young field.

Philosophy of computer science is in a relatively early stage of development, initially this work has tended to blend elements from philosophy of mind, formal epistemology, logic, and general philosophy of science; more recently philosophers have paid attention to the history and socio-cultural context of computer science and this has enriched treatment of the conceptual issues considerably. Computer science itself is a living discipline, subject to continuous change as a result of technological innovation as well as market and cultural pressures. The contributions to this collection sketch some central themes and future directions for the philosophy of computer science. To that end, in our introduction, we will delve into the topics tackled in Primero's book (section 2), highlighting some of the critiques from commentators (section 3). Our goal is twofold: to paint a picture of the current state of the philosophy of computer science, and to pinpoint the conceptual challenges and questions on the horizon (section 4).

1. **Central issues in the philosophy of computer science**

Philosophy and computer science have been linked since the very beginning of the modern computing era. Early computability theory is intertwined with logical and philosophical investigations into the foundations of mathematics and the definition of an *effective procedure*,and basic philosophical questions around the nature of mind and rationality have always loomed in the background of even the most mundane engineering and software projects. As such, the philosophy of computer science is as old as computer science itself. Nevertheless, beginning in the 2000’s philosophy of computer science came to be recognized as an independent branch of philosophy of science. The first “Philosophy of Computer Science” entry in the *Stanford Encyclopedia of Philosophy* appeared in 2008 (Turner, Eden 2008), and this was preceded by papers that explicitly characterized their projects as part of the philosophy of computer science. These started to appear only in the early 2000s.[[1]](#footnote-1) By the 2020s a series of monographs on the philosophy of computer science were published. At this point, the sub-discipline was showing signs of maturity and acceptance in the academic community.[[2]](#footnote-2)

The philosophy of computer science has covered a list of topics so far that include the ontology of computational systems, the nature of algorithms, the relations between models and specifications, or between theories and programs, the notion of implementation, the verification problem, inductive and experimental methods in computer science, the notion of miscomputation and error, and the epistemological status of computer science. Primiero (2020) addresses all of them with an overarching purpose in mind, that of identifying the foundations of the science of computing.[[3]](#footnote-3)

Understanding the ontology of a computational system amounts to determining what makes the system what it is. An ontological account will usually explain the kind of being that these systems possess in terms of their components and their relationships. Computational systems have been traditionally understood via a *dual ontology*, consisting of an abstract level, the software, and a physical level, the hardware. The distinction between hardware and software, when understood as an ontological dichotomy, has been explicitly criticized since the work of Moor (1978). Nevertheless, the distinction features persistently in popular discussions and continues to capture the interest of both philosophers and computer scientists (see for instance Duncan 2011 and Irmak 2012). The main difficulty is the characterization of software as a pure abstract entity. Philosophers of computer science observe that software always comes encoded into a programming language corresponding to some physical realization in a memory device. Software is tethered to material reality, human interests, and practical resource trade-offs.

This issue is not treated in detail in Primiero (2020), but the ontology of computational systems adopted by the author influences all his foundational analysis. Instead of separating an abstract level from a physical, material, level, he relies on the notion of *Level of Abstraction* (LoA) initially advanced in (Floridi 2008) to define a computational system on the basis of a hierarchy of LoAs, identified in a functional specification level, a design specification level, an algorithm design level, an algorithm implementation level, and an algorithm execution level.[[4]](#footnote-4) Upper levels in the hierarchy are more abstract and functional, lower levels are more physical and procedural. This allows Primiero to avoid some of the difficulties of the software/hardware dichotomy.

Another ontological concern involves the nature of algorithms. The problem in its modern form arose while defining what an effective procedure is. Defining an effective procedure was, of course, a central feature of early 20th Century debates in the foundations of mathematics. The problem of the ontology of algorithms is still far from settled (Vardi 2012). While Knuth (1973) provided the classic starting point for this discussion, more recently the debate has been influenced by the axiomatic approach of Gurevich (2000), understanding algorithms in terms of abstract machines, or by the recursive equations approach defended by Moschovakis (2001). Others, including Rapaport (2023) and Hill (2016), argue that formal definitions are pointless in that non-formal properties are those making an algorithm an effective procedure and they thus try to provide informal accounts for algorithms. We regard this as a central open problem in the philosophy of computer science.

Primiero (2020) takes the LoA approach to provide a tripartite answer to the problem of defining what an algorithm is. At a functional specification level, algorithms can be understood as informal specifications, that is, as informal descriptions of a procedure. At a design specification level, an algorithm corresponds to a formal description in a given formal language of how to execute a procedure. To specify many important properties of algorithms, such as complexity classes, a lower-level definition of algorithm is needed. At the algorithm design level, algorithms can be understood as abstract machines implementing procedures and formally describing executions of programs implementing those abstract machines.

Careful attention to software specification has occupied philosophers from a variety of perspectives.[[5]](#footnote-5) Raymond Turner proposed an extensive work on the ontology of software specifications (see for instance 2011; 2018; 2020). His main contribution involves the recognition that specifications in software development should not be confused with computational models, even though they may well coincide. For instance, a state transition system can be both a model and a specification. If models and specifications can be put on a par at an ontological level, they differ at an epistemological and methodological level. When a state transition system is taken as a specification, it is aimed at *requiring* the behaviors of the specified program, in terms of the paths in the state transition system. When it is a model, paths are taken to *represent* actual behaviors of an implemented program. For Turner (2011) whereas specifications are *normative,* models are *descriptive*.

Primiero (2020) embraces Turner’s analysis on models and computation to embed it in his definition of *formal computational validity*. Formal validity is given at higher LoAs, namely at the design specification level and algorithm design level wherein formal verification can be in principle applied to prove whether an algorithm complies with the requested specifications. Both models and specifications are required to define formal computational validity. A program is said to formally validate a specification if and only if there is no model such that program expressions are true in the model but the specification is false. This is tantamount to saying that formal computational validity obtains in case models of the program comply with specifications, that is, when prescribed and observed program behaviors coincide.

Also, for the notion of *implementation* Primiero (2020) is able to incorporate the significant work carried out within the philosophy of computer science in his ontological framework. As we discuss in the next section, implementation is a very crucial notion that draws on debates far beyond the scope of the philosophy of computer science: in the philosophy of computing broadly conceived, it is the problem of defining *when* a system realizes a computation. As such it goes back to debates among philosophical functionalists in philosophy of mind and philosophy of biology.[[6]](#footnote-6) In the restricted context of computational artifacts, with respect to which one already knows that they realize a computation, it is the problem of determining *in virtue of what* an artifact implements a computation; the answer, in turn, is used to define when an implementation is a *correct* implementation.

Rapaport (1999; 2005b; see also 2023) defined implementation as a kind of *semantic interpretation* wherein an abstract, and syntactic, domain is interpreted, i.e. is given meaning, in a concrete, or semantic, domain, by means of an intermediary domain called the medium of interpretation, which can be either abstract or concrete. So, for instance, a *java* program is an implementation of an algorithm in case it provides meaning to the syntactic constructs of the algorithm, having the Java programming language as its medium of implementation.

Turner (2012; 2014; see also 2018) highlights that one thing that distinguishes implementation in computer science from implementation of non-engineered computational systems is that the relation of interpretation cannot be given between any two domains, otherwise one could not distinguish an incorrect from a correct implementation. In order to be able of doing this, one should consider implementation as the relation specification-artifact: a computational artifact is an implementation in that there is a specification that provides correctness jurisdiction over the artifact, that is, an artifact is an implementation, and a correct one, in case it realizes the computational paths prescribed by a specification.

Primiero (2020) extends the analyses of Rapaport (1999; 2005b) and Turner (2012; 2014) by arguing that the implementation relation should not be limited to the specification/program domains in that it implicitly embraces a dual ontology for computational systems. Rather, by considering all LoAs, the relation should be relaxed so as to hold between any two such levels. For instance, an algorithm can be considered an implementation of a specification, and an executable code an implementation of a high-level language program. Implementation is then defined as an *instantiation relation* that holds between any LoA and any other one upper in the LoA hierarchy. This latter requisite is justified by the fact that any LoA is to be considered a specification for any other lower LoA.

The proposed account of implementation allows Primiero (2020), among other things, to provide an innovative analysis of the phenomenon of *miscomputation*.[[7]](#footnote-7) Following previous work (Fresco and Primiero 2013; Floridi*et al.* 2015), he distinguishes three main families of miscomputations, namely, *conceptual, material,* and *performable* errors. The latter occur only at the algorithm execution level and amount to errors due to some faulty hardware implementation of a correct software. Conceptual errors, called *mistakes,* refer to the logical inconsistencies a developer may introduce at any LoA. A typical mistake at the design specification level is a logically inconsistent specification expressed in a formal language. Material errors, called *failures*, can occur at any LoA as well and amount to failing in successfully implementing a specification or intentional requirement. Here the common case is given by an algorithm which turns out to be incorrect with respect to its specification set. To these the author adds *slips*, which are both conceptual and material errors occurring at the algorithm implementation level depending on whether the code violates respectively syntactic or semantic rules of the implementing programming language.[[8]](#footnote-8)

Evaluating whether an implementation is a correct implementation or not is known as the *verification problem*. The debate on program verification is more tightly related to whether formal methods conceived in theoretical computer science are indeed able to prove program correctness. The two main protagonists in the classical debate on program verification have been Tony Hoare and James Fetzer. Hoare (1969) famously argued that computer science is an “exact science” in that the behaviors of a program can be derived by an axiomatic representation of the program itself, through a logic he introduced and hence known as Hoare’s logic. Accordingly, program correctness can be proved by means of mathematical reasoning. Fetzer (1988) equally famously argued that what one is proving here is not program correctness, but rather algorithm correctness. Programs contain implementation details such that their correctness also depends on the correctness of the physical structure of the implementation. Therefore, program verification also involves empirical reasoning.

Once again, the stratified ontology of computational systems by LoAs allows Primiero (2020) to address the program verification problem from a different perspective. Computational systems can be verified, following Hoare’s program, at the algorithm design level but not at the algorithm implementation level or algorithm execution level, as implicitly pointed out by Fetzer (1988). At the algorithm design LoA, algorithms *qua* abstract entities can be verified against their specification pursuing, as stated above, formal computational validity. The correctness of computational systems at lower LoAs involves different forms of computational validity. *Physical computational validity* obtains when the computational system is shown to be correct with any LoA defining it. Clearly, this form of correctness does not involve formal reasoning only, but also empirical one, achieved through the engineering approach of software testing. As Symons and Horner show, there is no general method for software verification in this sense (2020).

*Experimental computational validity* only considers experimental correctness, attained through simulations, here considered instances of scientific experiments. In particular, the algorithmic method consisting in addressing a computational problem by advancing an algorithm as a hypothetical solution to such a problem, implementing the algorithm and executing it to test whether the computational processes actually provides a correct solution to the problem, is compared by the author to the hypothetical-deductive method in science.[[9]](#footnote-9)

Following a well-established tradition (see for instance Eden 2007), the verification debate, and the broader issue of program correctness, is linked to the problem of defining the *epistemological status* of computer science. In a few words, the latter is the problem of determining whether computer science is to be acknowledged as a mathematical discipline, an engineering discipline, or a scientific discipline. Hoare (1969) has been among the first to argue, as recalled above, that computer science is an exact, mathematical, discipline; others, such as Brooks (1996), stressed the similarities of computer science with other branches of engineering, all involved in the development of artifacts and not of abstract entities; and the idea that computer science is the science of computers, involving experimental knowledge, finds in Newell, Perlis, and Simon (1967) one of its former formulations. Primiero (2020) argues that foundational inquiry into computer science requires three distinct approaches: a *mathematical foundation* which is based on formal computational validity, an *engineering foundation* provided by physical computational validity, and an *experimental foundation* obtained through experimental computational validity. Again, the three, compatible, foundations of computer science are rooted in his general approach to the LoAs defining computational systems, and on his view, different foundations are required at different levels.

Emerging discussions in the philosophy of computer science emphasize the trade-offs involved in computer science in the context of questions of verification, trustworthiness, and related epistemic questions. An excellent recent example of the tendency to take computers seriously as instruments in science is Alvarado (2023). Alvarado’s work emphasizes the importance of careful examination of the characteristics of the technology itself as part of understanding its influence on the practice of simulation in science. It is an example of the influence that philosophy of computer science is likely to have on general philosophy of science.

**3. Some open debates**

One of the most vexing issues in the philosophy of computer science is the status of computer science itself. Philosophers have taken a range of positions on whether computer science is a branch of engineering, an experimental science, a purely formal discipline, some blend of these, of something entirely different. This issue is related to another, challenging question, namely whether testing activities in software engineering should be regarded as scientific experiments (see on this Schiaffonati 2020; Schiaffonati and Verdicchio 2014; Tedre 2014). Angius (2022) in this book symposium goes even further by highlighting how a pure experimental foundation, not involving formal reasoning, is not achievable when software testing is considered.[[10]](#footnote-10)

The reason is that testing, *qua* pure empirical method, is affected by a known limitation famously formulated by Dijkstra: “program testing can be used to show the presence of bugs, but never to show their absence” (Dijkstra 1970, p.7). Testing is the practice of launching a program and observing its executions to evaluate whether they conform or not with behaviors prescribed by some specification (Ammann and Offutt 2016). Unless one is dealing with trivial programs, program inputs are potentially infinite (think about reactive systems interacting with users and environments). Consequently, a program cannot be tested using all inputs; inputs are to be chosen by looking at the specification under scrutiny. Angius (2022) highlights how formal verification methods are often used to isolate the inputs with which to test a program by algorithmically checking a model of the program against the required specification. This is taken by the author to be another instance of the hypothetical-deductive method in computer science beyond the algorithmic method. It follows that engineering and experimental methods are combined together in the actual computer science practice.

With respect to the mathematical foundation, and the related notion of formal computational validity, Primiero proposes a comprehensive historical reconstruction of the mathematical roots of computer science. So, for instance, while sketching out the debate on program verification, the author recalls that one may distinguish the *syntactic approach* of Hoare (1969) and Djkstra (1975), from *semantic approaches* and *resource-based analysis* (pp 88-100). The semantic approaches, as the name suggests, link the correctness of programs to the meaning associated to program instructions, either in terms of a *denotational semantics,* associating mathematical objects to program constructs, or in terms of *operational semantics*, associating operations of an abstract machine to the program.

Cardone (2023) questions the thesis that the denotational traditional approach of Scott and Strachey (1971) was initially conceived to provide correctness criteria for program verification. The author proposes an interesting historical reconstruction of the development of denotational semantics by Scott and Strachey to emphasize that the association of mathematical objects, namely domains, to program constructs was mainly conceived to define properties of those constructs without having a normative role. It is argued that the notions of implementation and miscomputation have to be reformulated accordingly.

The commentaries from AbuMusab (2023) and Curtis-Trudel (2023) focus on the fundamental notion of implementation, which is critical to the engineering foundation of the discipline. As highlighted above in Section Two, Primiero’s account of implementation as an instantiation relation was motivated by the need to provide a single notion of implementation capable of capturing the relation at any LoA, and not just between the design specification level and the algorithm implementation level. This is a deficiency Primiero identifies in both Rapaport’s (1999) and Turner’s (2012) accounts. The merit of Primero’s approach is indeed that of providing a *unique* notion of implementation applicable to any twoLoA. This may, for instance, account for the fact that a program, or an algorithm, is often said to fail to implement the client's intentions, despite being correct with respect to its specifications.

By contrast, AbuMusab (2023) takes the uniqueness character of Primiero’s notion of implementation to be its most compelling shortcoming. AbuMusab’s argument goes as follows. First, a notion of implementation should not be detached from a notion of correctness: what one is interested in here is correct implementation. A structural level implements a functional level when the former implements the latter correctly, otherwise it is not called an implementation. At the same time, Primiero (2020, ch 11), distinguishes as many as three notions of correctness. *Functional correctness*, occurring when a computational artifact displays the functionality expressed by its specifications; *procedural correctness*, holding when the artifact displays the functionality expressed, this time, by a (set of) algorithm(s); finally, *executional correctness* characterizes computational artifacts that are executed on a well-functioning physical devise, when no hardware failures take place. One may notice here that the three correctness notions refer to three distinct LoAs. AbuMusab (2023) has it that, since implementation comes along with correctness, one should define one distinct notion of implementation for each notion of correctness. Once a computational system is defined by many LoAs, different notions of implementations are needed to catch the instantiation relations between different LoAs.

According to Curtis-Trudel (2023) the proposed hierarchy of LoAs is too coarse and does not allow one to categorize all kinds of miscomputations. The author points out that Primiero’s ontology is based on the software engineer perspective, one involved in the development of a system by defining the desired functions, realizing those functions into an algorithm, instantiating the algorithm in a high-level language program and compiling the program into an executable code. The above mentioned tripartition among conceptual, material, and performable error is, according to Curtis-Trudel (2023), based on the software engineer perspective and does not take into account errors that come from lower, fine-grained, LoAs. Software engineers are not interested in the development of hardware systems which, nonetheless, are themselves artifacts and can be defined at proper LoAs, including the macroarchitecture level, the microarchitecture level, the logic design level, or the circuit design level.

Not only are the proposed LoAs insufficient, they are even unnecessary if taken as a whole. Curtis-Trudel (2023) points out that many computational artifacts do not go through all the LoAs; think about many special purpose systems, wherein programs are hard-wired directly as executable code, thereby not going through the algorithm design level and algorithm implementation level. And even more difficult is applying the LoA ontology to natural computing systems, such as the brain or cell systems. It is straightforward, for instance, that no natural computational system is characterized by what Primiero calls intention or functional specification level. The reason is that they are not engineered systems.

This latter one is also the main point of the last commentary by Dodig-Crnkovic (2023), who indeed complains of the lack of a fourth, important, foundation of computing, namely *natural science*. Computational logic, computability theory, and software engineering are not the only roots of computing, physics is an important pillar of the science of computing as well. The author refers here to Denning and Rosenbloom’s (2009) idea of computing as the fourth domain of science, together with natural, formal, and social sciences. As Curtis-Trudel (2023), Dodig-Crnkovic (2023) points out that the ontological and epistemological framework elaborated by Primiero (2020) does not apply to many natural computing phenomena, often going under the name of *unconventional computing,* covering many chemical and organic systems not following Turing’s model of computation (Adamatzky 2018). Dodig-Crnkovic remarks that Primero’s contribution is not a foundational analysis of computing but rather of conventional computing or of computational artifacts.

**4. Future directions for the philosophy of computer science**

For his response to the criticisms described in the previous section, the reader is referred to Primiero (2023) in this collection. Primiero regards these remarks as hints for the future direction of the philosophy of computer science. Primiero’s book provides a historical and foundational analysis of computer science as it developed from the early computing era to the present date. The ontological, epistemological, and methodological examinations brought forward are those that have been characteristic of computer science from its origins. Computer science broadly conceived is still changing and developing, and a question now arises as to what the philosophical analyses that urge to be addressed in the next future are.

In Primiero (2020) the science of computing is conceived as the academic discipline of computer science with its branches including computational logic, theoretical computer science, and software engineering. Dodig-Crnkovic (2023) emphasizes that computing is far more than this and there are many, especially natural, computing systems which ontology and epistemology differ from those of computing artifacts. Indeed, the present introduction preferred using the expression ‘computer science’ throughout the paper, instead of ‘computing’, precisely to be clear that the object of investigations here are software systems. And Curtis-Trudel (2023) asks why developing a foundational analysis for computational artifacts only and not one that also extends to natural computing systems.

One reason for this is certainly that the ontology of natural computing systems and of computational artifacts is different. This is one of the main arguments contained in Rymond Turner’s book (2018) on the philosophy of computer science. Both natural and artificial computing systems are defined by computable *functions* and physical *structures* that implement those functions. However, implementation differs dramatically. Natural computing systems obey a *causal theory of function* (Cummins 1975), according to which the physical structural properties of the system cause and fix the functions (typically as adaptations in an evolutionary process). By contrast, artifacts obey an *intentional theory of function (*McLaughlin 2001, Symons 2010), according to which functions are designed into artifacts by an agent.

Nonetheless, natural computing is becoming more and more a source of inspiration for engineered computational systems; DNA computing, systems biology, agent-based modeling, and machine learning being cases in point. So even though the philosophical analyses of physical computing on one hand (Piccinini and Maley 2021), and of computer science on the other, have been carried out independently, there may well be reasons to elaborate a unified foundational analysis of the two fields.

A further reason to do so is related to the resurgence and success of contemporary machine learning techniques, in both technology and science. *Deep learning* networks, in spite of seemingly simple improvements of classical neural networks (more hidden layers and a slightly modified back-propagation algorithm, to mention two) are surprisingly successful in many technological applications, including artificial vision, language generation, or autonomous systems (Plebe and Grasso 2019). Computational systems implementing deep learning models differ in their ontology and epistemology from traditionally developed computational systems as long as they do not involve all the LoAs presented in Primiero (2020). Functions are not defined at a functional specification level, formalized at a design specification level and implemented at the algorithm design level; functions rather arise from the model during training and depend much more on the training dataset than on the algorithm itself (Angius and Plebe 2023). It follows that a new foundational analysis is required for these systems.

Primiero (2023) states that this is particularly true for the experimental foundation of computing. Indeed, deep learning modeling is being used in many scientific and simulative contexts, such as physics (Monk 2018), meteorology (Espeholt *et al.* 2021), neuroscience (Caucheteux*et al.* 2023), or most impressively in biology with the recent achievements of the Alphafold team in the domain of protein folding (Jumper 2021). Traditional, equation-based, simulative science is characterized by the formulation of a dynamical system, the mathematical model, used to simulate some target empirical system. Simulation consists in the implementation and execution of a computational model approximating the differential equations involved in the mathematical model. Experimental computational validity is defined by analyzing the formal relations entertained by the target system, the mathematical model, the computational model, and the artifact carrying out the executions. Those relations include the simulation relations between mathematical and computational models, the verification relation between the mathematical model and the artifact, and the validation relation between the mathematical model and the target system. This logical-epistemological picture must be fundamentally rethought in the context of machine learning driven versions of software intensive science, wherein deep learning models based on transformer approaches need not be approximated, can be directly executed, and are not conceived as representations of the target simulated systems. There is a great deal of philosophical work to be done to understand how we should begin to evaluate these remarkable new scientific instruments.

Another epistemological challenge associated with AI systems powered by deep neural networks concerns the definition of their formal computational validity. The debate on program verification will reasonably enter a third stage of renewed interest, insofar as deep learning systems cannot be said to be verifiable, but for reasons that are far from those advanced by Fetzer (1988). Firstly, desired functions, as already stated, are not advanced at any functional or design specification level; secondly, deep learning models are known for being opaque and uninterpretable (Lipton 2018), thereby making algorithmic exploration not directly performable. Primiero (2023) in his replies suggests that one way formal verification may be applied here is through the constructions of formal, probabilistic, models of trained networks, with formal proofs or algorithmic exploration being applied to the surrogate model instead. He claims that in the case of AI systems, formal computational validity cannot be but reduced to experimental validity, an additional logical and philosophical challenge for the upcoming research.

A final remark about the proposed LoAs, together with its hierarchies of ontological domains and epistemological structures (see ch. 10 of Primiero 2020), is that they are conceived considering classical software development methods. The traditional waterfall model, especially in the context of formal development methods, aims indeed at developing a computational system starting from a functional specification level and going through the design specification, the algorithm, the algorithm implementation, and finally execution levels. The spiral model goes through all LoAs several times; and agile methods go only through to some of them, trying to find a balance between velocity of development and correctness of the implemented system (Sommerville 2016).

Programming activities have been changing as well in the last two decades; object-oriented programming languages favored a way of programming, informally called cowboy-programming (see Scott 2016), wherein companies demand the development of programs and applications to freelance programmers, who work without coordination, without a shared design or specification set, by putting together software objects to build the final code. Briefly speaking, in object-oriented programming languages an object is a set of procedures, called methods, of constants and of variables, proper of that object, that perform a given function and that can be “called” by the code containing the object. Needless to say, in cowboy-programming software is not verified, and if eventually tested, errors are managed by adding correcting code lines, instead of debugging the program.

This, and other unconventional ways of programming not going through the proposed LoAs,[[11]](#footnote-11) induce new kinds of errors and miscomputations not fully captured by the taxonomy proposed in Primiero (2020). Curtis-Trudel (2023) suggests that different error types may come from the relation among source code, macro- and micro-architecture of the implementing hardware; Primiero (2023) calls for new formal frameworks enabling to account for malware, adversarial attacks, or bias-based miscomputations.

**5. Conclusions**

There are many other aspects of Primero’s (2020) book that may be remarked upon, or challenged, beyond those discussed here. And there are undoubtedly going to be a range of issues that occupy the philosophy of computer science in the next few years which we have not considered. The aim of this book symposium is to make a first step in that direction and to help consolidate the sub-disciplinary identity of the philosophy of computer science. Our initial idea was that these goals are helpfully achieved by inviting philosophers to comment on Primiero’s book, insofar as it clearly reflects the core themes and problems of contemporary philosophy of computer science.
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